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Abstract. The reversal operation is well-studied in literature and the deterministic (respectively, nondeterministic) state complexity of reversal is known to be $2^n$ (respectively, $n$). We consider the inversion operation where some substring of the given string is reversed. Formally, the inversion of a language $L$ consists of all strings $uxv$ such that $uxv \in L$. We show that the nondeterministic state complexity of inversion is in $\Theta(n^3)$. We establish that the deterministic state complexity of the inversion is $2^{\Omega(n \cdot \log n)}$, which is strictly worse than the worst case state complexity of the reversal operation. We also study the state complexity of different variants of the inversion operation, including prefix-, suffix-, and pseudo-inversion.
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1 Introduction

Questions of descriptional complexity belong to the very foundations of automata and formal language theory [10, 12, 23, 27]. The state complexity of finite automata has been studied since the 60’s [13, 16, 17]. Maslov [15] originated the study of operational state complexity and Yu et al. [27] investigated the state complexity for basic operations. Later, Yu and his co-authors [7, 8, 20, 21] initiated the study on the state complexity of combined operations such as star-of-union, star-of-intersection and so on.

In biology, a chromosomal inversion occurs when a segment of a single chromosome breaks and rearranges within itself in reverse order [18]. It is known that the chromosomal inversion often causes genetic diseases [14]. Informally, the inversion operation reverses an infix of a given string. This can be viewed as a generalization of the reversal operation which reverses the whole string. The inversion of a language $L$ is defined as the union of all inversions of strings in $L$. Therefore, the inversion of $L$ always contains the reversal of $L$ since a string is always an infix of itself.

Many researchers [2, 4, 6, 11, 24] have considered the inversion of DNA sequences in terms of formal language theory. Searls [22] considered closure properties of languages under various bio-inspired operations including inversion. Later,
Yokomori and Kobayashi [26] showed that inversion can be simulated by the set of primitive operations and languages. Dassow et al. [6] investigated a generative mechanism based on some operations inspired by mutations in genomes such as deletion, transposition, duplication and inversion. Daley et al. [4] considered a hairpin inverse operation, which replaces the hairpin part of a string with the inversion of the hairpin part. Note that the hairpin inversion operation is a variation of the inversion operation that reverses substrings of a string. Recently, Cho et al. [3] defined the pseudo-inversion operation and examined closure properties and decidability problems regarding the operation. Moreover, several string matching problems allowing inversions have been studied [2, 24].

Reversal is an “easy” operation for NFAs. The reversal of a regular language \( L \) can be, roughly speaking, recognized by an NFA that is obtained by reversing the transitions of an NFA for \( L \) and, consequently, the nondeterministic state complexity of the reversal operation is \( n \) for NFAs that allow multiple initial states [9]. However, a corresponding simple NFA construction does not work for inversion and here we show that the nondeterministic state complexity of inversion is \( \Theta(n^3) \). Also we show that the nondeterministic state complexity of prefix- and suffix-inversion is \( \Theta(n^2) \). Moreover, we establish the nondeterministic complexity of the pseudo-inversion, which is defined as the reversal of inversion, and the pseudo-prefix- and pseudo-suffix-inversion operations.

It is known that the deterministic state complexity of the reversal operation is \( 2^n \) [19]. The inversion operation is, in some sense, an extension of the reversal operation and using this correspondence it is easy to verify that the state complexity of inversion is at least exponential. Based on their nondeterministic state complexity we establish an upper bound \( 2^n + 2n \) for the deterministic state complexity of inversion and an upper bound \( 2^{n^2} + n \) for the deterministic state complexity of prefix- and suffix-inversion. Also using a non-constant alphabet (of exponential size) we give a lower bound \( 2^{\Omega(n \cdot \log n)} \) for inversion and prefix-inversion. This establishes that the deterministic state complexity of these operations is strictly worse than the deterministic state complexity of ordinary reversal. For the nondeterministic and deterministic state complexity of pseudo-inversion we establish exactly the same bounds as for inversion.

There remains a possibility that there could be a more efficient DFA construction for the inversion of a language recognized by a given DFA \( A \) than first constructing an NFA for the inversion of \( L(A) \) and then determinizing the NFA. The precise deterministic state complexity of inversion remains open.

We give the basic notations and definitions in Section 2. We introduce the inversion and related operations in Section 3 and present the state complexity results in Section 4 and in Section 5. In Section 6, we conclude the paper.

---

1 The result stated in [9] is \( n + 1 \) because the NFA model used there allows only one initial state.
2 Preliminaries

We briefly present definitions and notations used throughout the paper. The reader may refer to the books [23, 25] for more details on language theory.

Let $\Sigma$ be a finite alphabet and $\Sigma^*$ be a set of all strings over $\Sigma$. A language over $\Sigma$ is any subset of $\Sigma^*$. The symbol $\lambda$ denotes the null string and $\Sigma^+ = \Sigma^* \setminus \{\lambda\}$. Given a string $w = z_1 z_2 \cdots z_m$, $z_i \in \Sigma$, $1 \leq i \leq m$, we denote the reversal of $w$ by $w^R = z_m z_{m-1} \cdots z_1$.

A nondeterministic finite automaton with $\lambda$-transitions ($\lambda$-NFA) is a five-tuple $A = (\Sigma, Q, Q_0, F, \delta)$ where $\Sigma$ is a finite alphabet, $Q$ is a finite set of states, $Q_0 \subseteq Q$ is the set of initial states, $F \subseteq Q$ is the set of final states and $\delta$ is a multi-valued transition function from $Q \times (\Sigma \cup \{\lambda\})$ into $2^Q$. By an NFA we mean a nondeterministic automaton without $\lambda$-transitions, that is, $A$ is an NFA if $\delta$ is a function from $Q \times \Sigma$ into $2^Q$. The automaton $A$ is deterministic (a DFA) if $Q_0$ is a singleton set and $\delta$ is a (total single-valued) function $Q \times \Sigma \to Q$.

It is well known that the $\lambda$-NFAs, NFAs and DFAs all recognize the regular languages [19, 23, 25]. Moreover, the language recognized by a $\lambda$-NFA $A$ can be recognized also by an NFA (without $\lambda$-transitions) of the same size as $A$ [25].

The (right) Kleene congruence of a language $L \subseteq \Sigma^*$ is the relation $\equiv_L \subseteq \Sigma^* \times \Sigma^*$ defined by setting, for $x, y \in \Sigma^*$,

$$x \equiv_L y \text{ iff } \left( (\forall z \in \Sigma^*) \, xz \in L \iff yz \in L \right).$$

It is well known that $L$ is regular if and only if the index of $\equiv_L$ is finite and, in this case, the number of classes of $\equiv_L$ is equal to the size of the minimal DFA for $L$ [19, 23, 25].

The deterministic (respectively, nondeterministic) state complexity of a regular language $L$, $\text{sc}(L)$ (respectively, $\text{nsc}(L)$) is the size of the minimal DFA (respectively, the size of a minimal NFA) recognizing $L$. Thus, $\text{sc}(L)$ is equal to the number of classes of $\equiv_L$.

For the nondeterministic state complexity problem, we show a technique called the fooling set technique that gives a lower bound for the size of NFAs.

**Proposition 1 (Fooling set technique [1]).** Let $L \subseteq \Sigma^*$ be a regular language. Suppose that there exists a set $P = \{(x_i, w_i) \mid 1 \leq i \leq n\}$ of pairs such that

(i) $x_i w_i \in L$ for $1 \leq i \leq n$;
(ii) if $i \neq j$, then $x_i w_j \notin L$ or $x_j w_i \notin L$, $1 \leq i, j \leq n$.

Then, a minimal NFA for $L$ has at least $n$ states.

The set $P$ satisfying the conditions of Proposition 1 is called a fooling set for the language $L$.

3 Inversion Operations

We give the formal definition of the inversion as follows:
Definition 1 (Yokomori and Kobayashi [26]). The inversion of a string $w$ is defined as the set

$$\text{INV}(w) = \{uxv^R \mid w = u xv, \ u, x, v \in \Sigma^*\}.$$ 

For instance, given a string $w = abcd$, we have

$$\text{INV}(w) = \{abc, bca, cba, dcba, acb, abd, abc\}.$$ 

Note that $\text{INV}(\lambda) = \{\lambda\}$. The inversion operation is extended to the languages in the natural way:

$$\text{INV}(L) = \bigcup_{w \in L} \text{INV}(w).$$ 

We define the prefix-inversion that reverses a prefix of a given string and the suffix-inversion that reverses a suffix of a given string.

Definition 2. For a string $w$, we define the prefix-inversion of $w$ as

$$\text{PrefINV}(w) = \{u^Rx \mid w = u x, \ u, x \in \Sigma^*\}.$$ 

Definition 3. For a string $w$, we define the suffix-inversion of $w$ as

$$\text{SufINV}(w) = \{ux^{R} \mid w = u x, \ u, x \in \Sigma^*\}.$$ 

See Fig. 1 for examples. Note that the sets PrefINV($L$) and SufINV($L$) are always included in the set INV($L$).

![Fig. 1. Examples of the inversion operations](image-url)

As variants of the inversion operations, we consider the pseudo-inversion operations [3] which are defined as the reversal of the inversion operations. Informally, the pseudo-inversion of a given string is defined as a set of strings that are obtained by reversing the given string while maintaining a central substring.

Definition 4. For a string $w$, we define the pseudo-inversion of $w$ as

$$\text{PI}(w) = \{v^Rx^R u \mid w = u xv, \ u, x, v \in \Sigma^*\}.$$ 

Furthermore, given a set $L$ of strings, $\text{PI}(L) = \bigcup_{w \in L} \text{PI}(w)$. 


We call the operation the pseudo-inversion in the sense that the inversion is not properly performed. Note that \( \mathcal{P}(L) = \mathbb{INV}(L)^R \). We also define similar operations called the prefix-pseudo-inversion and suffix-pseudo-inversion as follows:

**Definition 5.** We define the prefix-pseudo-inversion of a string \( w \) as

\[
\text{PrefPI}(w) = \{ xu^R \mid w = ux, u, x \in \Sigma^* \}.
\]

**Definition 6.** We define the suffix-pseudo-inversion of a string \( w \) as

\[
\text{SufPI}(w) = \{ x^Ru \mid w = ux, u, x \in \Sigma^* \}.
\]

See Fig. 2 for examples of the pseudo-inversion operations.

Lastly, we consider one more non-trivial inversion operation called the non-overlapping-inversion. The non-overlapping-inversion operation allows any character in the string to be involved in at most one inversion operation.

**Definition 7.** For a string \( w \), we define the non-overlapping-inversion of \( w \) as

\[
\text{NonOINV}(w) = \{ w_1'w_2'\cdots w_n' \mid w = w_1w_2\cdots w_n, w_i \in \Sigma^*, w_i' = w_i \text{ or } w_i' = w_i^R \text{ for } 1 \leq i \leq n \}.
\]

### 4 Nondeterministic State Complexity

We establish upper and lower bounds for the nondeterministic state complexity of inversion, prefix-inversion and suffix-inversion. We begin with the upper bound construction of an NFA for \( \mathbb{INV}(L) \) when we are given an NFA for a regular language \( L \).

**Lemma 1.** Let \( L \) be a regular language recognized by an NFA with \( n \) states. Then, \( \mathbb{INV}(L) \) is recognized by an NFA with \( n^3 + 2n \) states.
Proof. Let $A = (\Sigma, Q, Q_0, F_A, \delta)$ be an NFA for $L$. We define a $\lambda$-NFA $B = (\Sigma, P, P_0, F_B, \gamma)$ for the language $\text{INV}(L)$ where

$$P = Q^3 \cup Q \cup \overline{Q},$$

$\overline{Q} = \{q \mid q \in Q\}$, $P_0 = Q_0, F_B = F_A \cup \overline{F_A}$ and the transition function $\gamma : \ P \times (\Sigma \cup \{\lambda\}) \to 2^P$ is defined as follows:

(i) For all $q,p \in Q$ and $a \in \Sigma$, if $p \in \delta(q,a)$, then $p \in \gamma(q,a)$ and $p \in \gamma(q,a)$.

(ii) For all $q,p \in Q$, $(p,q,q) \in \gamma(p,\lambda)$.

(iii) For all $q,p,r_1,r_2 \in Q$ and $a \in \Sigma$, if $r_2 \in \delta(r_1,a)$, then $(p,r_1,q) \in \gamma((p,r_2,q),a)$.

(iv) For all $q,p \in Q$, $q \in \gamma((p,p,q),\lambda)$.

The automaton $B$ operates as follows. The transitions in (i) simulate the original computation of $A$. For any state $p \in Q$, we choose a state $q$ nondeterministically using a $\lambda$-transition, and we reach a state $(p,q,q)$ according to the transitions in (ii). The transitions in (iii) allow $B$ to simulate the computation of $A$ in reverse. Note that the first and third elements in $Q^3$ remember the start and ending positions of the reversed part, while the second element simulates the computation of $A$ in reverse. After $B$ reaches the state $(p,p,q)$, it can make a $\lambda$-transition to the state $\overline{q}$, and $B$ continues the original computation of $A$ following the transition (i). Fig. 3 shows the computation of $B$ as an illustrative example. As a consequence of the transitions, $B$ recognizes a string $ux^Rv$ if $A$ has an accepting computation for $uxv$. $\square$

[Fig. 3. An illustrative example of constructing an NFA $B$ recognizing $\text{INV}(L(A))$. Note that if $A$ accepts a string $uxv$, then $B$ accepts $ux^Rv \in \text{INV}(L(A))$.]

We present the following lower bound using the fooling set technique.

Lemma 2. For every $n_0 \in \mathbb{N}$, there exists an NFA $A = (Q, \Sigma, Q_0, F_A, \delta)$ with $n \geq n_0$ states over an alphabet of size $4$ such that $\text{nsc}(\text{INV}(L(A))) \geq \frac{1}{8}n^3 - f(n)$, where $f(n) \in O(n^2)$. 
Proof. Let $m \geq 1$ be an integer and consider the language $L = \{a^mb^k \#b^m \# \}$ over the alphabet $\Sigma = \{a, b, \#, \}$.

We construct a fooling set $P$ for the language $\Pi_N(L(A))$.

Take the set of pairs $P$ to be the set

$$P = \{(a^i b^j \# b^k, b^{m-k} \# a^{m-i} b^{m-j} \#) \mid 1 \leq i, j, k \leq m\}.$$ 

Consider

$$(x, w) = (a^i b^j \# b^k, b^{m-k} \# a^{m-i} b^{m-j} \#) \in P.$$ 

Now the string $xw$ is in $\Pi_N(L)$ because we can write

$$xw = a^i (a^m \# b^m \# b^j)^R b^{m-j} \#.$$ 

On the other hand, consider another pair

$$(x', w') = (a^{i'} b^{j'} \# b^{k'}, b^{m-k'} \# a^{m-i'} b^{m-j'} \#) \in P,$$

where $(i, j, k) \neq (i', j', k')$. Now

$$x \cdot w' = a^i b^j \# b^k \cdot b^{m-k'} \# a^{m-i'} b^{m-j'} \#.$$ 

Now if $xw' \in \Pi_N(L)$ it must be obtained from a string of $L$ by inverting one substring. Since in strings of $L$ the markers $\#$ and $\#$ alternate (when we disregard symbols $a$ and $b$), the only way we could obtain a string of $L$ from $x \cdot w'$ is to invert a substring $z$ that begins between the first two markers $\#$ and ends between the last two markers $\#$. If $k \neq k'$, the resulting string is not in $L$. If $k = k'$, necessarily we have $i \neq i'$ or $j \neq j'$ which means again that inverting $z$ cannot produce a string in $L$.

Hence there are at least $|P| = m^3$ states for any NFA accepting $\Pi_N(L)$ by Proposition[1]. It is easy to verify that $n = 2m + 2$ states are sufficient for an NFA that accepts $L$. Therefore, we have the lower bound $\frac{1}{2} m^3 - f(n)$ for the nondeterministic state complexity of $\Pi_N(L)$, where $f(n) \in O(n^2)$. 

As a consequence of Lemma[1] and Lemma[2] we have:

**Theorem 1.** The nondeterministic state complexity of inversion is in $\Theta(n^3)$.

Now we consider the upper bound construction for the prefix-inversion which is a restricted variant of the general inversion in the sense that only the prefixes of the given string can be reversed.

**Lemma 3.** Let $L$ be a regular language recognized by an NFA with $n$ states.

Then, $\text{Pref}\Pi_N(L)$ is recognized by an NFA with $n^2 + n$ states.

**Proof.** Let $A = (\Sigma, Q, Q_0, F_A, \delta)$ be an NFA for $L$. We define a $\lambda$-NFA $B = (\Sigma, P_0, F_B, \gamma)$ for the language $\text{Pref}\Pi_N(L)$. We choose

$$P = Q^2 \cup Q,$$

where $P_0 = \{(q, q) \mid q \in Q\}$, $F_B = F_A$ and the transition function $\gamma : P \times (\Sigma \cup \{\lambda\}) \to 2^P$ is defined as follows:
(i) For all \( p, q \in Q \) and \( a \in \Sigma \), if \( p \in \delta(q, a) \), then \( p \in \gamma(q, a) \).
(ii) For all \( p, r_1, r_2 \in Q \) and \( a \in \Sigma \), if \( r_2 \in \delta(r_1, a) \), then \( (p, r_1) \in \gamma((p, r_2), a) \).
(iii) For all \( q_0 \in Q_0 \) and \( r \in Q \), \( r \in \gamma((r, q_0), \lambda) \).

The simulation begins in an arbitrary state \((q, q)\), \( q \in Q \). The transitions (ii) simulate a computation of \( A \) in reverse in the second component of the state, while the first component of the state pair remembers the state where \( B \) starts reverse computation of \( A \). After \( B \) reaches a state \((q, q_0)\), where \( q_0 \in Q_0 \), it can make a \( \lambda \)-transition to state \( q \) using the rule (iii). The transitions (i) allow \( B \) to simulate the original computation of \( A \) from \( q \) to a final state. Therefore, \( B \) accepts exactly all strings \( u^R x \) where \( A \) has an accepting computation for \( ux \).

We also establish that the nondeterministic state complexity of the suffix-inversion coincides with that of the prefix-inversion:

**Lemma 4.** Let \( L \) be a regular language recognized by an NFA with \( n \) states. Then, \( \text{SufINV}(L) \) is recognized by an NFA with \( n^2 + n \) states.

Next we give the following lower bound for the nondeterministic state complexity of the prefix- and suffix-inversion. Using an analogous fooling set construction as in the proof of Lemma 2 we can easily get an \( \Omega(n^2) \) lower bound for the nondeterministic state complexity of suffix-inversion.

**Lemma 5.** For every \( n_0 \in \mathbb{N} \), there exists an NFA \( A \) with \( n \geq n_0 \) states over an alphabet \( \Sigma \) of size 4 such that \( \text{nsc(PrefINV}(L(A))) \geq \frac{1}{4}n^2 - f(n) \), where \( f(n) \in O(n) \).

We have the following statement based on Lemma 3, Lemma 4 and Lemma 5.

**Theorem 2.** The nondeterministic state complexity of prefix- and suffix-inversion is in \( \Theta(n^2) \).

The following Observation 3 is now immediate since the state complexity of the reversal operation is \( n \).

**Observation 3.** The following statements hold:

(i) \( \text{nsc(SufINV}(L)) = \text{nsc(PrefINV}(L)) \),
(ii) \( \text{nsc(PrefINV}(L)) = \text{nsc(SufINV}(L)) \), and
(iii) \( \text{nsc(INV}(L)) = \text{nsc(PINV}(L)) \).

Based on Observation 3 we establish the following results.

**Corollary 1.** The nondeterministic state complexity of prefix- and suffix-pseudo-inversion is in \( \Theta(n^2) \).

**Corollary 2.** The nondeterministic state complexity of pseudo-inversion is in \( \Theta(n^3) \).
Now we discuss the nondeterministic state complexity of non-overlapping-inversion. Interestingly, we have slightly smaller upper bound for the non-overlapping-inversion than the upper bound for the general inversion.

**Lemma 6.** Let \( L \) be a regular language recognized by an NFA with \( n \) states. Then, \( \text{NonOINV}(L) \) is recognized by an NFA with \( n^3 + n \) states.

**Proof.** Let a \( \lambda \)-NFA \( B \) be an automaton for \( \text{NonOINV}(L) \). The computation of the automaton \( B \) is similar to the computation in the proof of Lemma 1. But, the set of states \( Q \) and the transitions in (iv) of the proof of Lemma 1 are useless for the language \( \text{NonOINV}(L) \) since the non-overlapping-inversion \( \text{NonOINV} \) allows more than one inversion without overlap. Note that the automaton \( B \) can make a \( \lambda \)-transition to the state \( q \) if \( B \) reaches the state \((p, p, q)\). \( \square \)

## 5 Deterministic State Complexity

We first consider the deterministic state complexity of \( \text{PrefINV}(L) \). Recall that if \( A \) is an NFA with \( n \) states, Lemma 3 gives a construction of an NFA with \( n^2 + n \) states for the language \( \text{PrefINV}(L(A)) \). This implies an upper bound for the deterministic state complexity \( 2^{n^2 + n} \) of prefix-inversion. Next we present a lower bound \( 2^{\Omega(n \cdot \log n)} \) using an alphabet of size 5.

**Lemma 7.** For \( n \in \mathbb{N} \) there exists an alphabet of size 5 and a DFA \( A \) with \( 2n + 3 \) states such that the minimal DFA for \( \text{PrefINV}(L(A)) \) has size at least \( 2^{n \cdot \log n} \).

**Proof.** We define \( L_n \subseteq \Sigma_n^3 \) by setting

\[
L_n = \{1^j \cdot [1^{i_0}, \ldots, 1^{i_m}] \cdot 1^{i_j} \mid j < n, m \geq j \}.
\]

Note that all strings of \( L_n \) have length exactly three.

Consider a DFA \( A = (\Sigma_n, Q, q_0, \{q_{\text{acc}}\}, \delta) \), where

\[
Q = \{q_0, q_1, \ldots, q_n, p_1, \ldots, p_n\} \cup \{q_{\text{acc}}, q_{\text{dead}}\},
\]

and the transitions of \( \delta \) are defined by setting

(i) \( \delta(q_0, i) = q_i, i \in [n]\),
(ii) \( \delta(q_i, f) = p_{f(i)}, i \in [n], f \in \text{func}_n\),
(iii) \( \delta(p_i, i) = q_{\text{acc}}, i \in [n]\),
(iv) all transitions not defined above go to the dead state \( q_{\text{dead}} \).

It is clear that \( L(A) = L_n \). We show that any distinct alphabet symbols \( f_1, f_2 \in \text{func}_n \) belong to distinct classes of \( \equiv_{\text{PrefINV}(L_n)} \) which gives a lower bound for the size of a minimal DFA for \( \text{PrefINV}(L_n) \).

If \( f_1 \neq f_2 \), there exists \( i \in [n] \) such that \( f_1(i) \neq f_2(i) \). Now \( i \cdot f_1 \cdot f_1(i) \in L_n \) and hence \( f_1 \cdot i \cdot f_1(i) \in \text{PrefINV}(L_n) \).

On the other hand, since all words of \( L_n \) have length three and have an element of \( \text{func}_n \) in the middle position, the only way \( f_2 \cdot i \cdot f_1(i) \) could be in \( \text{PrefINV}(L_n) \)
is that \(i \cdot f_2\) would be the prefix of a word of \(L_n\) that has been reversed. However, since \(f_2(i) \neq f_1(i)\), \(i \cdot f_2 \cdot f_1(i) \notin L_n\) and hence \(f_2 \cdot i \cdot f_1(i) \notin \text{PrefINV}(L_n)\) and, consequently, \(f_1 \neq \text{PrefINV}(L_n) \cdot f_2\).

Thus, \(\equiv_{\text{PrefINV}(L_n)}\) has at least

\[|\text{func}_n| = n^n = 2^{n \log n}\]

equivalence classes.

Note that the deterministic state complexity of the prefix-inversion is strictly worse than the deterministic state complexity of reversal since the latter is known to be \(2^n\). Moreover, it is easily verified that the same lower bound as in the proof of Lemma 7 applies to the inversion and non-overlapping-inversion operations.

**Lemma 8.** A lower bound for the deterministic state complexity of inversion and of non-overlapping-inversion is \(2^{\Omega(n \log n)}\).

As a consequence of Lemma 13 and 7 we have:

**Theorem 4.** Let \(L\) be a regular language having a DFA with \(n\) states. Then \(\text{sc(PrefINV}(L)) \leq 2^{n^2 + n}\). There exist languages \(L(n)\) defined over an alphabet depending on \(n\) such that \(\text{sc}(L(n)) \in O(n), \text{sc(PrefINV}(L(n))) \geq 2^{n \log n}\).

**Theorem 5.** Let \(L\) be a regular language having a DFA with \(n\) states. Then \(\text{sc(INV}(L)) \leq 2^{n^3 + 2n}\). There exist languages \(L(n)\) defined over an alphabet depending on \(n\) such that \(\text{sc}(L(n)) \in O(n)\) and \(\text{sc(INV}(L(n))) \geq 2^{n \log n}\).

Theorem 5 leaves a larger gap between the state complexity upper and lower bounds for inversion than was the case for prefix-inversion.

The method of Lemma 7 is based on the idea that, in order to force the DFA to remember more information, we want to move the function symbols to the beginning of the string, and this construction does not seem to work for suffix-inversion. For the state complexity of suffix-inversion, the best immediate lower bound is \(2^n\). The same situation applies for suffix-pseudo-inversion.

Lastly, we observe that similar state complexity lower bounds apply for pseudo-inversion and prefix-pseudo-inversion. The below corollary again follows from the proof of Lemma 7 in the same way as Lemma 8.

**Lemma 9.** A lower bound for the deterministic state complexity of pseudo-inversion and prefix-pseudo-inversion is \(2^{\Omega(n \log n)}\).

6 Conclusion

We have considered the (non)deterministic state complexity of inversion operations that are motivated by evolutionary operations on DNA sequences. While the reversal operation completely reverses the whole string, the inversion operation reverses any infix of a string. Initially, one might think that the state
complexity of inversion operations should be similar to that of the reversal operation. However, both the nondeterministic and deterministic state complexity of the inversion have turned out to be strictly worse than the known bounds for the reversal operation. The prefix- and suffix-inversions which are simplified variants of inversion were also considered. We have shown that the nondeterministic state complexity of prefix- and suffix-inversion is $\Theta(n^2)$ while that of the inversion operation is $\Theta(n^3)$.

We have also obtained a deterministic state complexity lower bound $2^{\Omega(n \cdot \log n)}$ for inversion and prefix-inversion operations using an exponential-size alphabet. This is strictly worse than the deterministic state complexity of reversal, however, it does not match the corresponding upper bounds. It is possible that given a DFA $A$ for $L$, there is a more efficient construction of a DFA for $\text{INV}(L)$ than first constructing an NFA and then determinizing it. However, when working on this question it seems that a DFA for $\text{INV}(L)$ needs to remember sets of triples of states of $A$ (and similarly a DFA for the prefix-inversion or suffix-inversion needs to remember sets of pairs of states of $A$). The main open question is to determine the precise deterministic state complexity for inversion and its variants.
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